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Implementation issues of the ATM cell
delineation mechansim
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Indexing terms: Asynchronous transfer mode, Synchronisation

The cell delineation mechanism (CDM) used in the asynchronous
transfer mode (ATM) interfaces is based on the validation of the
header error control (HEC) byte of the incoming cells, and is used
for extracting the boundaries of the incoming cell stream. The
CDM is analysed and an efficient implementation algorithm is
derived, resulting in a hardware architecture, applicable at high
data rates.

Introduction: The CDM is used to achieve synchronisation at any
ATM interface, either using a framed (like SONET) or an
unframed (like pure ATM) data transmission format. This mecha-
nism exploits the correct HEC byte of any uncorrupted cell
received from the network and is accomplished within two steps.
Initially, the receiver is in the HUNT state and searches for a valid
header codeword. Upon finding the first valid HEC, the receiver
enters the PRESYNC state and the CDM mechanism is applied
every 53 bytes. After six consecutive validations, the system goes
into the SYNC state; otherwise, if an invalid HEC is detected
within this period, the system returns to the HUNT state. In the
SYNC and PRESYNC states, the accuracy of a cell header is
often checked using a parallel CRC circuit based on the polyno-
mial G(x) = x* + ¥+ ¥* + x* and by comparing the remainder
resulting from the consecutive divisions with a predefined value
[1]. This circuit is reset before the appearance of the first byte of
each header and is enabled for five byte periods.

However, in the HUNT state, the same circuit cannot be used,
since it must not be reset or disabled until a correct cell header
indication is given. Thus, all methods compute the syndrome of
the last five incoming bytes (or the last 40 bits) without requiring a
system reset or enable signal, unless cell delineation is related to
the cell mapping into a SONET frame [2]. When the CDM is not
related to the data framing format, the syndrome is commonly
computed by applying a sliding window over the incoming data
stream {3]. The proposed mechanism presented in this Letter fol-
lows an accumulative procedure for computing two different
remainders, which are then substracted (mod-2 addition) to pro-
duce the syndrome. The advantages of this approach over the slid-
ing window method, along with the respective implementations,
are referred to in the last Section.

Method description. In the HUNT state, the system begins to
search for a valid HEC by calculating the syndrome for the last
five incoming bytes. When the result is equal to a predefined
value, these five bytes are considered to compose a valid header
codeword and the system enters the PRESYNC state. Let (n+5)
denote the number of bytes that have been received from the
beginning of the search procedure until the detection of the valid
HEC. This information can be represented as a polynomial:
I(r)y = M(r) + H(x) (1)
where H(x) = hy X" + b x' + - + I, ¥V (the last 40 bits) and M(x)
=y N+ gy X g s, XYY e 2 1L Although the follow-
ing analysis is focused on byte-parallel interfaces where byte
boundaries are derived from a frame structure, it can also be
applied to serial interfaces like the pure ATM, where cell delinea-
tion also results in the reconstruction of the byte stream. In this
case, the respective equations which describe the system architec-
ture can be derived by the general form of the well studied state
transition equation of [4] when applied to a serial bit stream. We
generally consider that the incoming message I(x) consists of a
number of information blocks which arrive successively in the
HEC search machine. In byte-oriented systems, the procedure for
the calculation of the remainder of the division of the message
X f(x), with a vector G(x) of degree &, is based on the following
equation:
R(t+8) = ([ro.r1...,77] + Z(t)) - D (2)
where [r,, r, ..., r;] is the syndrome at the r-transition, and Z(r) =

[z Z,.15 wos Z,.5] 18 the vector of the incoming byte at the r-transi-
tion.
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The “+* symbol here denotes XOR operation (modulo-2 addi-
tion). The D matrix for the G(x) = ¥ + x' + x° + ¥ generator pol-
ynomial has been calculated in [5] and is equal to
rr 11 0 0 0 0O ()1

01 1100 00

0 01 11 0 0 O

0 0 0 1t 11 0 0 3)

0 00 01 1 10

0 0 0 0 0 1 1

111 0 0 0 11
L1 0 0 1 0 0 0 1]
Following the representation of [6], we denote R,{M{x)} the
remainder of the division of a message M(x) with a vector G(x). In
the proposed method two state transition machines are used in

XOR planes (D)

Fig. 1 Calculation of Z'(1)
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Fig. 2 Cell delineation block diagram

parallel to compute the remamnders R, {v/I(x)} and
R 1 x*M(x)}, so that the syndrome can be derived by the modulo
2 addition:

R(,'(I){Igl(.l')} =
R(,‘(I){J'R(H(J‘) + l‘[(l))} + R(;({,){.I'H;‘[(il')} (4)

The first part of the sum of eqn. 4 is computed directly from egn.
2 while the second one is calculated by modifying the state transi-
tion equation. The vector Z(f), which represents the byte that
enters the state machine at time 7, must now be replaced by the
term

Z'(t) = Z(t —5)-D° (5)

which denotes the remainder of the byte that has arrived five
cycles ago. The term Z'(r) can be derived either progressively while
the Z(1-5) byte is forwarded through a delay buffer or directly by
computing the D matrix. These approaches are illustrated in Fig.
la and b, respectively, and the benefits of each one are examined
along with the evaluation of the proposed mechanism. The equa-
tions for the XOR planes are derived from the columns of D and
D? arrays and are given in Table 1. The block diagram of the pro-
posed algorithm 1s shown in Fig. 2 where the direct calculation of
Z'(1) is depicted.
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Table 1: Equations of XOR-planes derived from the columns of

the arrays D and D?

XOR plane from D

XOR plane from D?
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Experimental results: The described CDM  implementation has
been used and tested in the STM-1 (155Mbit/s) and STM-4
(622Mbit/s) user network interfaces of B-ISDN. The implementa-

tion of this method is based on the XILINX XC3 100A series
FPGAs and the maximum rate of operation that has been
achieved is 80 MHz (640Mbit/s) when the progressive method is
used. In lower speeds (like in the ATM interface at 25Mbit/s for
desktop applications), the direct calculation method can reduce
hardware complexity and can be further optimised by simplifying
the combinatorial logic. Both of the above proposed methods have
better performance when compared with other techniques that do
not use state transition machines, like the one of Fig. 3 which
implements the sliding window mechanism. The boxes that are
labelled as powers of the matrix D are XOR-planes which are pro-
duced by the columns of these arrays. The delays that are imposed
due to the large fan-out of the registers and the number of gates
which compose the logic of these planes make this technique inap-
plicable in higher rates, especially when reconfigurable devices are
used.

parallel registers

Z(t)

o 'ijG(x){XBH(X)}

Fig. 3 Svndrome calculation as sum of remainders

Conlusions.: In this Letter, an efficient implementation of the cell
delineation mechanism, based on the HEC validation, has been
described and the advantages of the implementation of this
method in field programmable gate arrays were highlighted. Previ-
ous experience from implementations of STM-1 and STM-4 UNIs
has shown that when this method is combined with other func-
tions of the physical layer, like header error detection and single
bit error correction [5], it gives optimum performance and mini-
mises the hardware complexity.
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