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Abstract: This paper presents the architecture of an A'TM
controlter for a Customer Premises Network (CPNY. The con-
troller has been designed toimplement the cellasce: e’y is.
assembly following the B-ISDN ATM layer functionulity and
the specificrequirements of the medium access protocol used in
the Buffer Insertion Cell-based LAN. The controller has been
implemented using a commercially available FPGA and oper-
ates with a 25-MUz clock. The controller's architecture has
been based on five operational modules integrated in‘asingle
chip and its processing capabilityis 1.88Mcell/sec. That makes
the controller appropriate for use in high-speed applications,
likein ATM LANs, CPNs in business and factory environments
etc.

. INTRODUCTION

The Broadband-ISDN's major goal is to provide a world-
wide communication network for efficiently and cost-effectively
handling all types of services {1]. This network must be service in-
dependent, efficient in the use of the available bandwidth, adapta-
ble to new needs and must be able to interconnect heterogeneous
existing networks [2]. In the subscriber/customer site, a special
type of nerwork must be used for providing local switching to the
internal traffic and a single interface for accessing the B-ISDN <er-
vices. This network, usually called Customer Premises Network
(CPN), can be very simple or extensive enough depending on the
customer needs. The customer environment can be classified as
residential, business, factory or specialized (like military). Each
type of CPN has different service requirements like bit rate, error
performance, throughput etc, and different structural requirements
like flexibility, expandability, interworking etc.

The B-ISDN uses the Asynchronous Transfer Mode (ATM)
which is based on switching or relaying fixed length cells. The
ATM is used also in the CPN environment since the fixed cell
length and the simplicity of the basic algorithm for forwarding
ATNM cells make its hardware implementation simple and cost ef-
fective |3]. CPN that uses ATM technology is capable of mmeeting
the requirements of different services, supports constant and varia-
ble bit raie services, handles the required bandwidth effecuvely and
the resuliing dispersed switching allows the establishment of an
open architecture.

In this paper, the medium access controller of a CPN is de-
scribed. The CPN medium access technique is based on the proto-
col used in the Buffer Insertion Cell-based LAN (BIC-LAN) de-
scribed in {4). The used access method is applicable inring 10polo-
gies for supporting various types of traffic using cells in a slotted

operation with ‘destination release’. The method incorporates 3
distrihuted algorithm for allocating the bandwidth to the varinge
nodles by comparing the total requesicd bandwidth to the actually
meacured traffic and adjusting the offered load accordingly. The
access method ensures the transmission of different types of
traffic by fulfilling their Quality of Service (QOS) requirements
in terns of transmission delay variations and cell rejection rate.
The controller has been designed toimplement the cell assem-
bly/disassembly following the B-ISDN ATM layer functionality
and the specific requirements of the used medium access proto-
col. The controller consists of five operational blocks:the Trans-
mit direction Fast Transfer (TFT), the Transmit Cell Provider
{TTP), the Receive Cell Filter (RCF), the Receive Fast Transfer
(RFT) and the Decision Unit (DU). The TFT and TCP are used for
servicing the various CPN terminals and for cell assembly while
the RCF and RFT filter the incoming traffic, disassemble the re-
ceived cells and provide the cell payload to the respective termi-
nal. The Decision Unit implements the basic functions of the me-
dium access mechanism and controls the functionality of the oth-
er four operational blocks. L4

Section I describes the used medium access protoco! and
highlights the architecture of a CPN node as well as the architec-
ture of the UNI-CPN equipment. In Section HI the stucture of i
ATM controller is described in details, emphasizing on how ¢ ="'
processing is performed in high transmissicn speeds and hew
multiple terminal adapters are handled. Finally, Section IV con
clud=s this presentation.

I1. THE CPN ARCHITECTURE AND ITS COMPONENTS

The BIC-CPN has been developed mainly to support the
business environment, which means that various terminal equip
ment (TE) are concentrated in various locations. a large portionc
the generated traffic belongs to intemal communications and th:
supported traffic can be characterized as of interactive type. Asiti
chown in Fig. 1, the CPN is organised in two levels. the firstleve
concentrates a number of TEs 1o a CPNode using direct connet
tions and various CPNodes are interconnected by point-to-potr
links to form a physical ring. One of the ring nodes, the UNI
CPNode, is used for connecting the CPN to B-ISDN standard inter
face link, the Ty, interface, following the SDH STM-1 format.y

The CPN Access protocol.

The BIC access method has been based on the buffer inser
tion technique. Idle cells are used to insert new data in the cc:
stream or for decoupling the differences in the transmission spe
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Fig. 1. The Customer Premises Network Architecture.

betwgen adjacent nodes. Each CPNode receives the upstream tmf
fic, rejects the idle and error cells, removes the cells destined toit
and transmits its own cells if there are no upstream cells in its ring
buffer. Using various network statistics the access method deter-
mines if a station ceil will be transmitted or the station must defer.
The multiplexing of the various CPNode services is performed by
the access method using the QOS parameters determined during
each service connection establishment. The basic advantages of
the BIC access method are its ability to allocate a portion of the
available bandwidth toa specific service, like the high priority ser-
(vices. by using a distributed algorithm to keep the total offered
load to a target value. This is achieved by controlling the flow of
high priority cells using the initially negotiated values and_by re-
ducing the traffic of the low priority cellsto the currently available

bandwidth.

The offered-load control algorithm used in the BIC access
method is based on traffic monitoring and is fully distributed since
each station decides on its offered load indcpcndgndy from the
other stations by using its traffic monitoring statistics. The UNI-
CPNode handles the VCI/VPI values associated with the B-ISDN
and sets the internal VCI/VPI values for information exchange be-
tween CPN terminal equipment (TEs). For medium access proto-
col purposes, each CPNode has a dedicated VCI/VPI value asso-
ciating the specific nede with its own address for transmitting cells
recognizable from all the other nodes. As it will be shown in the
next paragraph, this is required for updating in cach node the traf-
fic status of each independent node.

When a new connection has to be established, the CPquc
estimates the requested mean cell rate generated by the spgcnﬁc
service and if there is available bandwidth the connection is ac-
cepted. Otherwise, the connection is rejected since thc're is no
available bandwidth to support the specific service effectively. If
the connection is accepted, the node transmits a control cell with
its dedicated VCI/VPI. This control cell passes through all of the
network nodes, so each node is informed about the new status of
the traffic connections. The same procedure is used when a
connection is released and all nodes are informed about the value
of the new available bandwidth. Using this mechanism, all nodes
utilize the same protocol parameters and the protocol faimess is
guaranteed. The way the TEs of the same CPNode are serviced de-
pends on their priority. In the same priority level lhc.round-robm
scheme is used, while the non-preemptive discipline is under con-
sideration for different priorities, but no decision has been made
up to now.

3C. 4.7

The CPNode Architecture

The block diagram of the CPNode architecture is shown in
Fig. 2. The ATM layer performs the BIC access protocol func-
tions and provides the multiplexing/demultiplexing of the cells of
various connections into the network cell stream. The ATM re-
ceives the payload of each cell fromthe respective terminal adapt-
er (TA)and transmitsitinto the network by adding its header. The
cell headers are constructed using the information provided by
the Node Management Unit (NMU). The ATM layer interfaces
with the N\MU and the various TAs using an Intemmal Bus which is
composed of two high speed (100 Mbyte/sec) data rransfer paths
(one for cell transmission and the other for cell reception) and a
control bus. The control bus operates under the supervision of
NMU. The ATM layer contains two 32-bit wide FIFOs for tem-
porary cell payload storage during cell header proc=ssing in the
ATM layer. The X' multiplexer interconnects the two FIFOs
when the ATM Controller detects that the cell just received from
the n=twork has to ke retransmitted into the network or when the
cell of a TA must be transmitted to another TA connected to the
same node. The ATM layer provides also a link to the NMU for
monitoring the physical layer functions. In cach direction the
ATM layer uses two parallel buses for exchanging information

‘with the Physical layer. A 32-bitbus is used for the cell payload

and an 8-bit bus for the cell header. In the transmit direction the
header of a cell is transferred to the Physical layer during the
transmission of the payload of the previous cell. In the receive di-
rection, the cell header is transmitted from the Physical layer to
the ATM layer simultaneously with the firstfourcyclesof the cell
payload reception.

A part of the Physical Layer is based on the Fibre Channel
architecture. It uses the FC-0 functions of the Fibre Channel
(transmission media adaptation, transmitters, receivers and their
interfaces) and a combination of the 8B/10B and 4B1C ransmis-
sion codes [5]. The Physical layer uses some of the FC-1 func-
tions, bit and Transmission-Word boundary synchronization
and also contains the required functionality for adapting the
ATM cells (idle and information) to the Fibre Channel Data-
grams. As a Fibre Channel Datagram is considered the informa-
tion (number of cells) contained between two idle cells. Each idle
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Fig. 2. The Customer Premises Node (CPMode) Architeeture.
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cell is used simultaneously as the End Delimiter of the current da-
tagram and as the Start Delimiter of the nextdatagram. The length
of a datagram may vary between zero (two consecutive idle cells)
and a maximum number of cells determined by the used cell rate
decoupling parameter. The Datagrams are reconstructed when
they pass through a CPNode and new frame delimiters are gen-
erated while the contained data (cell burst) are modified. This
modification may include idle cell substitution with node cells or
the insertion of idle cells for supplementing the used 'destination
release’ scheme at the ATM layer.
In the transmit direction the Physical layeraccepts complete
cells from the ATM and generates the fifth byte (Header Check
Sequence-HEC) of the cell header. Then thecellis passed through
the Fibre Channel Framer (indicated as the OTx block in Fig. 2)
module which generates the appropriate FC frame format and
multiplexes the ATM cells in its structure. The FC Framer usesa
TAXI transmitter for interfacing the physical medium. At the re-
ceiving side, a TAXI receiver accepts encoded serial data and
generates encoded parallel datato the receive part of the FC Fram-
er (ORx block). The FC Framer recognizes the data semantics, re-
moves the FC delimiters and regenerates the ATM cells. The
PHY-Rx validates the HEC field of each cell header. Single-bit
error correction is performed at the header and the cvlls are
passed to the ATM layer for further processing. In thereceive di-
rection, the ATM controller scans the header of each reccived cell
and if it is destined to a TE connected to this CPNode, starts the
procedure for delivering the cell payload to the respective TA. if
the cell does not belong to this CPNode, its payload is transmitted
to the Tx FIFO and the cell's header is passed to the conuroller's
transmit section using an internal FIFO. The CPN internal trans-
mission speed is 800 Mbit/sec using optical interface with mult-
mode fibers.

The UNI - CPNode Architecture

The architecture of the UNI-CPNode is given in Fig. 3. A
part of the structure of such a node is identical with the one previ-
ously described but, instead of the various TAs, the User Network
Interface of B-ISDN with the required UNI bufTers s connectedto
the Internal Bus. The UNI interface has been based on the
ATM/SDH transmission format (STM-1) (6). The B-ISDN ATM
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Fig. 3. The UNI - CPNode Architecture.

Controller used in this interface is the same with the one uysed in .-
the CPNodes with the following modifications: the sectionof the
medium access protocol has been deactivated, the FIFOs are 16- .
bit wide, there is no bus multiplexing circuit and unassigncd celis
are used atthe ATM layer. Atthe Physicallayerthe standard clec-
iical interface is used and the transmission speed is 155.52

Mbits/sec.

I1l. THE MEDIUM ACCLSS CONTROLLER

As itis shownin Fig. 2, the ATM layer of a CPNode consists
of the ATM controller, two FIFOs for cell payload storage and a
bus multiplexer for cell retransmission into the network. The used
Internal Bus for interfacing the ATM layer with the NMU and the
various TAsisinitially described. Further, the mediumaccesscon-
woller structure is described and various timing diagrams hightic?
the controller performance.

The Internal Bus

The data transfer rate in the bus is 100 Mbyte/sec and two in-
Jd-pendint data paths, one for cell transmission and the other for
cell reception are used. There is also 2 Control Bus which is used
by the Node Management Unit (NMU) 10 control the functionality
of the various Terminal Adapters (TA), to update the information
used by the ATM controller for cell header generation and filtering
and for controlling and measuring the performance of the station
opticat link. The TxBus and the RxBus have similar functionality
and use 32-bit wide data buses. Due to the constant length data
transfers, there is no typical address bus in these sub-buses but they
use a’ board selection’ utility inrefation witha numberofread/write
cycles for transfering acell payload. The TAsuse some indication
lines for reporting to the ATM controller their availability for data
tansfer. During each data transfer cycle, the clock gencrated ty
the ATM board is used to coordinate the data transfer and no inter-
locked handshaking signals are used. The Control bus has been
developed using the philosophy of the Synchronous Peripheral
Interface (SPI) of Motorola Inc. The TA boards are connected in a
daisy~chain configuration to form an SPI loop. Two other SPI
loops are used for interfacing the ATM and the Physical layer SPI
slave modules.

Te Centroller Structure

he controller’s block diagram is shown in Fig. 4. The con-
troller consists of five operational blocks for performing the cell as-
semnbly/disassembly and the cell retransmission function, The con-
troller is initialized by the NMU via the SP1 interface, whichis also
used for operational parameters update and traffic statistics collec-
tion. The controller operational blocks are the following:

i) The Decision Unit {DU)

iiYy The Transmit direction Fast Transfer Unit (TFT)

iii) The Transmit Cell Provider Unit (TCP),

iv) The Receive Cell Filter Unit (RCF) and

v) The Receive direction Fast Transfer Unit (RFT).

The contoller's central unit is the Decision Unit, which dd-
rermines how the various TAs are served, redirects the cellheaders
(o the transmit direction when a cell has 10 be transmitted back 1o
the network and synchronizes the transmit and receive moedules
when cell bypassing is performed. When there is available space in
the Tx FIFO, the TA Scanning Selector determines which is the
next TA that has to be served. The TA Scanning Selector receives a

3C.4.3
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Fig. 4. The Medium Access Controller Block Diagram.

jignal from the Retransmission Controller to determine if a cell
reransinission must be perforned. If no retransmission is neces-
sary, the status of the TA Service Strategy unit and the output of
the TA Request Arbiter determine the TA that must be served.
The TA Request Arbiter receives a signal from each TA indicat-
ing the availability of a cell. The TA Service Strategy is con-
trolled by the NMU which determines the priority of each TA.
The developed modules support up to 8 TAs in each CPNode.
Fig. 5 shows the timing diagram of a cell assembly and transmi-
sion into the network. The decision of the TA Scanning Selector
is passed to the TA Tx controller. The previously described deci-
sion is made during the payload transmission of the previous cell
and no time elapses between the FIFO availability and the new
cellrecepiion. When the TXEN signal is asserted acell payload is
wransfered from the TA indicated by the TXSEL {2:0] value. The
TXSEL [2:0] is generated by the TA Tx Controller and has dura-
tion equal to twelve cycles of the TxCLK. The Tx DMA, a fixed
length DMA with no address bus signals, generates the required
signals to synchronize the TAs with the ATM Tx FIFO. After the
completion of the DMA cycle, the cellis ready for transmission to
the Physical layer. During this DMA transmission, the TA Scan-
ning Selector informs the Current Header Selector for the posi-
tion of the associated header in the Position Selectable Memory
(PSM). The PSM memory is a special purpose RAM with the fol-
lowing functionality: the length of the memory is 32 bytes, orga-
nized in 8 block of 4-bytes. Each block contains the first four
bytes of aceil header. Foreach TA, its position in the Internal Bus
is the same with the position of its header in the PSM. The content
of each block is updated by the NMU via the SPI whenancw con-
nection is established. The PSM output address is determined by
combining the respective block pointer and the output of a 2-bit
counter which increases when a new TXH-CLK is applied. As
can be seen from Fig. 5, when a cell payload is transmitted from
ATM to the Physical layer, the transmission of the header of the

next cell is performed in parallel to the last four cycles via the Tx
Header Bus (TNH{7:01). In Fig. 5, during the transmission of an
idle cell by the Physical layer (T_Bus in High-Z state), the pay-
load of a cell from TA#3 is stored in the ATM FIFO and its header
is transmitted to the Physical layer. When the cell payload of
TA#3 is transmitted to the Physical layer, the TA#4 is serviced
and the TA#4 connection headeris generated. Following this par-
allel information flow in the ATM layer, an 1.88 Mcell/sec pro-
cessing speed has been achieved in the ATM layer. The circuit
operational speed is 25 MHz and it has been implented in a
XC4005 FPGA of XILINX Inc.

In the receive direction, a parallel architecture is also used.
Asitis described in [5], the four first bytes of a cell header are re-
ceived in the ATM layer concurrently with the first four 32-bit
blocks of the cell payload. The cell header is stored in parallelin
the Bypass-FIFO of the Decision Unit and the content of their
VCI/VPI is compared in the Content Addressable Memory
(CAM) of the Receive Cell Filter Unit. The CAM memory con-
tains the VCI/VPI values of each TA and generates this value
each time a match is detected. In this case, the cell is destinedtoa
TA in this node and must be removed from the network traffic.
This cell header is deleted from the Bypass-FIFO and the TA Rx
Controller is informed about the destination of the current cell.
Fig. 6 shows the timing diagram of a cell reception. The RXH-
CLK indicates the ceil header reception, the paylead is stored in
the FIFO using the R_BUS[31:0] and when the TA Rx Conuroller
receives the value of the destination TA, gercrates the
RXSFL12:0] signals to determine in the Internal Bus the respec-
tive TA and by using the RXEN and RXCLK signals ransmits
the pa: el The contznt of the CAM memory is uplated by the
NMU using the SP1interface. Both the PSM and CAM memory
maoduies are use | for providing adirectrelation batwecr the static
TAbeard positicnin the Internal Bus with the dynamic altocation
of the VCI/VPI values in the ATM layer.
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The retransmission of a cell back to the network is shown in
Fig. 7. When the CAM memory decides that the received cell
header does not match with its prestored values, signals the Re-
ransmission Controller to not allow the Physical layer to gener-
ate an idle cell until the cell has been retransmitted. The Retrans-
mission Controller forces the TA Scanning Selector 1o seize the
service of the next TA and gives the highest prionity tothe retrans-
mission procedure. In this case the Rx DMA is deactivated by the
TA Rx Controller and the control of the transfer from the Rx FI-
FO to the Tx FIFQ is performed by the Tx DMA and the TA Tx
Conroller, which is also responsible for activating the ATM

multiplexer for interconnecting the receive and transmit data paths.
of the Internal Bus. The RTN signal indicates thata reransmission
processisin progress. During the cell payload transfer fromthe Rx ¥ -
FIFO to the Tx FIFO (RXEN, TXEN asserted) the cell header ig "~
transfered from the Bypass-FIFO to the Physical layer (TXH.,>

CLK).

IV.CONCLUSION

In this paper, the Medium Access Controller of a Custoraer '
Premises Network (CPN) has been described. The CPNisusedtp ="
interconnect customer terminals, to provide fair access to the X
available network bandwidth and to allow themto share 2 B-ISDN
UNTIinterface. The CPN operates in 800 Mbit/sec internally andits *
access protocol uses fixed length cells in slotted operation witha o
destination release method and supports various types of traffic, | -

The Medium Access Controller implements the basic func-
tions of the ATM Layer by using the services of the Physical Layer
and supports various types of TA entities. The controller also im-
plements the specific functions, like cell retransmission and desti
nation release, required by the used medium access protocol. The -
Medium Access Controller has beenimplemented using a XC4005 .
Field Programmable Gate Amay (FPGA) of XILINX. The perfar:
mance results of the experimental prototype show that its process-
ing capability satisfies the predetermined requirements and 33 W
measured to be 1.88 Mcells/sec. s
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