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Abstract: In many VMEbus based systems, the Inter-
nal system bus s the most commonliy shared resource of
the system and can create a performance bottleneck. In
this paper, various techniques of loglcal bus intercon-
nections using hardware semaphores are discussed and
the proposed interconnection mechanism Is explained.
The system's performance improvement is evaluated
using the two bus architecture instead of the single bus
configuration.

I. INTRODUCTION

The need of using high processing power systems In
many commercial and industrial applications as well as
the dccreasing cost of the new microprocessors stimu-
late the design and implementation of multiprocessor
systems. Effective timplementation of these systems can
beachieved If the computational problem can be decom-
posedtoprofit from the parallelismof the system and the
systemoverhead. whichis duc to the processors cooper-
atton. iskeptlow {1}, 2] Thisoverhicadis mainly affected
from the usage contention of a limited number of com-
mon resources as the system’'s bus. The system bus,
whichis a time-shared resource. is used for exchanging
all the data and control information and interconnects
the processing units. the1/0 lines and the system mem-
ory [3]. Syncronization and control of the system's bus
usage is achieved using stmple and fast arbitration pro-
tocols. usually implemented by hardware [4]. These pro-
tocols ensure that low priority processors gain access to
the bus without being completely locked out.

To resolve the bus contention problems. many com-
puter bus architectures and arbitration protocols have
been proposed both in theorctical and practical view.
The most known is the looscly coupled architecture,
where each processor is tgnorant of the other s existence
and communicates with them using a common memory.
This architecture ts the most prefered in VMEbus based
svstemswhere the VMEbus Is used as the global passing
bus [5]

Inthis paper. the VMEbus standard 1s described and
a ncw technique is proposed to increase the system's
performance. by reducing the bus contention. In Section
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1. the VMEbus archiiecture is bricfly described and the
need for new system considerations is highlighted. This
Section also discusses various techniques for logical
bus interconnections, while tn Section I11. the presented
performance analysis evaluales the systemr’'s perfor-
mance improvement.

II. BUS INTERCONNECTIONS.

The VMEDbus s the fastest growing Industry busstan-
dard. It is designed as a global paralle] Interconnect.
supportngdifferent types of data transfers. using a non-
multiplexed asymchranous protocol. It has four func-
tional groups. thedata transfer bus (DTB). the DTB arbi-
tration. the Interupt bus and the utility bus|5]. In every
VMFEDbus based system there are four arbitration levels
andinthe same arbitration level, the processors follow a
daisy-chain priotity scheme. The VMEbus has seven
Interrupt levels and allows the use of distributed Inter-
rupt handling. InFig. 1, a typical VMEbus based system
architecture isshown Incach VMEbus, there is onlyone
system controller and multiple MASTER and SLAVE
board Interfaces. A MASTER initiates and controts any
data fransaction across the bus. while a SLAVE re-
sponds (o a data transaction on a passive way.

In order to increase the system's performance a scc-
ondary bus is uscd like VMX, VSB efc |5]. That allows
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Flg. 1. VMEbus System Architecture.



patallel transfer accross the system, especlally in sys-
tems where mulliple processors wor k logether executing
cooperating lasks. During task execution. there are pro-.
cessing perlods that do not require access across the
VMEDbus or the subsystem bus and thereare transfer pe
rlods that require the bus control to pass the respective
message.

When contention occures, the lower priotlly proces
sor(s) are queucd, walting to gain the control of the bus.
Contention can be minimized using two approaches:
first. to Increase the bus transfer speed and sceond. to
use multiple buses. The bustransfer specd s Himtted by
the processor's speed and its influence decreases as the
number of processors Increases. The use of multiple
buses has the disadvantage of requiting multiple Inter-
faces and the hardware overhead becomes unaccepla
Lie In order to avold this disadvantage, we proposc a
new system archilecture wheie only one bus type is
used and allows the dynamic use of multiple subsystcein
buses. In that architecture the processing modules of
the system are organized in lunctional groups and each
group has a dedicated VMEDbus for intergroup conunu
nication. Each subsystem is independent of the others
and Hs throughput is not alfected by the otlrers traf
fic.

When a processor from a group has to communicate
wilh a module tn another group, it connects the buses
using the respective  ITntermediate  Interconmection
Module (ITM). The HM has two modes ol operation, the
buffering and the connecting mode. AL the hulfering
mode the buses ave isolated andThe 1M acts as the bus
controller for the second bus. At (he connecting mode
the lIM's aibiter s notactive, the two VMIEbusces are con
nected and act as a single bus. After the completion of
the connuunication, the intetconnection s refeased al-
lowing parallel data transfars inside these groups ig 2
shows a triple bus system architecture n(a) is shown
the physical systemn architecture, white in (b) - {e). are
shown the possible logical system architectures.

The interconnection function is achleved using a
Read _Modify_Wiile (RMW) cycle to access the hardware
semaphore which belongs to the respective HIM. During
the Read part of the cycle, the processor reads the scimna-
phore'svalue and at the wiite part, it setsit. If the scma-
P was anany sun the processor has to wait fora pe-
tiod of time prion to begina new attampt, because the iy
terconnection is under the control of another processor,
Il the semaphore was fice, the processor takes the con-
trol of the interconncection at the end of the RMW cycle.
The interconnection is teleased when the processor
clears the seinaphore to allow the establishment of a
new Interconnection. Fig 3 shows the thning dfagram of
that operation In a logic analysis form . Processor (I)
reads and sets the semaphore (SEMA)andaltera certain
time releases it Processor (S) reads the semaphore. scls
it but, because ol its value, does not take the controland
has Lo try againatiera while. For systems withmuolbfiple
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interconnectable VMEDuses. the memory mapping has
to follow certaln rules to avold memory conflicts during
Interconnection. The same holds for the Interrupt struc-
ture. especially when a distributed fnterrupt structure
Is used.

The above described operation is for a single value se-
maphore which is controlled only ftom the processor
The disadvantage of this operation is that, while the two
buses are connecled, only one processor can use the
two subsyslcmis and all the other processors have to
walt to gain the semaphore's contiol fur intergionp
transactions. The use of a multiple valune semaphore can
overcome this disadvantage. For this type. the sema
phore does not take only the values "0" and 17, but it
has an assostated counter, which Increascs each thmea
processor requiests bus connection and decreases cach
time a processor clears the respective connection. Using
thistype of scmaphore the processor's quencingismini
mized and the system performance increasces.
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Fig. 2. Triple Bus System Modes.
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II1 PERFORMANCE ANALYSIS.

In multiprocessor systems, the tmportant perfor-
mance measures are the data throughput and the pro-
LESDUL aLlitdd tIie 14,’ I'n order to analyzc the perfor-
mance of a single VMEbus and to compare it with a two
Interconnected buses system, the following assump-
tions are madec:

- The interarrival time of bus access requests for each
processor is greater than the total service time and it is
represented as an exponentially distributed randomva-
rable.

- The same number of processors is concerned with
the same workload.

- All processors request access to the bus with cqual
probabtlity.

- When the bus is available, the highest priority re-
questing processor accesses the bus immediately.

- If the bus is unavailable, the requesting processors
become {dle until the bus is {ree.

- The processors follow the "release when done”
mode.

1} Single Bus Architecture [4].

We suppose that thereare n processors in the bus
with different priorities (either due to the different arbi
trationlevel or due to the daisy- chain scheme). The pro-
cessorsare fdenticaland from thebuspoint of view, the
probability that a processor requests service is equal to
the trafficintensity{p) of that processor. The processor
n hasthe highest priority. while processor ! hasthelow-
est.

The probability that processor i successfully access-
es the bus is:

-1
n = 2 Prob| k processors request access
=0
k | processor i requests access |
1y
= 2 Prob| k processors request access |

k=0

-1

k=0

={{-gn-! (N

il 1t Is the service rate of the bus, then the access
time for processor { is given by:
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= 1 X prob processor | succeeds on the jth triall

TR EY |
1o1-py L 1-(1-p)™t
- L p| It (ll Q)r\l (2)

and the normalized access time, T, is:

1-(1-g)ni
T = jtg ————————
1E (1-g)"! (3

The processor's throughput, s, Is defined as the av

erage number of succeslul bus transactlons per unit
time, so:

s; = ( processor message arrival rate) x(Prob. of

success)
1 Y

h— = — (4)
IO Y

and the normalized throughput. S;. whichrepresents

the fraction of time that the bus services the processor,

n-t
L L (5)
i T, 1.1y

1) Double Bus Architecture

As mentioned i Scction 11, the double bus architee
ture has two possible configurations. the single bus
during Interconnection and the double bus when the
two buses are not connected. We defincas q thepro
bability that the system uses the double busarchitec:
ture and 1-q asthe probability that the architecturets

'single bus. Inthese two architectures, the prioritics of

the samne processor are different, depending on his
physical position and on hisarbitrationlevel. We define
that the priority of processor i inthe single bus archi-
tecture, becomes |in the double busarchitecture where
j1s given by:

J=011 g1k (6)

where g{i,k) Is the processors distribution function
in the double bus architecture. Each processor in the
system is determined by the (i.f.k] notation, which
means that this processor has priority tin the singlebus
system and § priority Inthe k subsystem. Inthis case.
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k takes the values Oor 1, for the first or the second bus
Leopt iy

The probabtlity that processor (i.j.k) successfully ac-
cesses the bus is given by:

Mk =(-ap+ap )

where the first termis the probability that the proces-
sor accesses the bus in the single bus mode, while the
sccond term represents the probability that the proces:
sor access the respective subsystern in the double bus
mode. Fromequation (1)wederive p; while Pyk is giv-

en by an expression similar to (1), which is:

Pj_kz( {- anmxlg(l,k)l -3 (8)

and
Pk = (1-q) (l_g)n-i +q(l- Q)maxlg(l_k)]-j

=(1-Q)“'| +q [(I_Q,maxlg(i'k)]-J
(1-" 1]

The processor's access ability is a comperative attrib-
ute which is improved when the number of processors
in the system decreases. That means that the proces-
sor’'s priority distance from the highest priority decreas-
es or at least remains the same, whichjn mathematical
form s expressed by the following relation:

maxlglik)] -j £ n-i (10

From equations (9) and (10} is concluded that the ac-
cess probability is increased using the interconnection
mechanism. The achicved improvement depends on
the subsystems interconnection probability and on the
alteration of the priority distance. A new function de-
termines, the system's reconfignration impact function
R(i.§.k.g). which is given by:

(1-90) maxigi k)] - §

Ri1.j.k.p) =
k.0 (1 - (1

and

Prjk =PI+ q(Riijko)- 1) (12)

The variation of the successfull access probability is
given by

Apy P
L DIRR L Grager 0 o)

&1 i

Following the analysis above. the normalized access
time for processor (i.].k) becomes:

167 08Y

T, L Pk (14)
1yk=
) Pr.k
!
while the normaltized throughput is given by:
Q 0Pk
S - - ,
1)k = = (15
lek 1 - pl,J,k

The system’s performance tmprovement (SP1) {s the
ratio of the normalized (hroughput ofthe double busar
chitecture versus the normalized throughput of the
single bus architecture, so:

S Pijk-( - DY)
SpI = ok - (16)
S' (1 - Pi,j.k)'pi

SPI also depends on the intergroup traflic load . on
the way the system has been reconfigured and on the
processor's workload.

IV. CONCLUSIONS

In this paper, we have described a new Interconncec-
tion technique for commercial VMEbus based systems
to mintimize the effect of the bus contention to the total
system’s performance. This technique simplifies there:
quired hardware while the software overhead is kept
low, simple and almost transparent to the application
sofware. From the presented performance analysis. it
is implied that the performance tmprovement depends
strongly on the processors distribution and on the traf
fic load for intergroup communication.
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