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SIMULATION ANALYSIS OF ACCESS PROTOCOL STORAGE REQUIREMENTS IN A LOCAL AREA NETWORK NODE ENVIRONMENT
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Abstract: Nodal storage limitations In a store-
and-forward computer network lead to blockina;
moreover in high-speed LANs where time restric-

degradation
or

in
to

thay resutlt
due

tions are critical,

performance loss

of network
retransmiesion of blocksd packets. 1In this work
the Input/Output Packet Buffer (I1/0
Interface batween the Hedlum Access
{MAC) unlit, responsible for the
and the Bursty Data Module (BDM),
for the processing of higher laver
protocols. The arrival of packets to the buffar
the MAC follows an iInterrupted procedure
exponential distributlion for the busy and
times. The arrival Interruptions orfiainate
the Access Protocol used for a hiagh speed
Mb/s) Integrated Services LAN. Both busy
{d!e times are expressed In time
periods with referance to the network speed.
The server which representa the interface
between the !/0 PB and the BDM s also
avallable In Interrupt form to {dle times. The
measured performance for the delay contribu-
tion and the buffer size through simulation
analysis is also presented In this paper. Final-
ly, & comparison between the implementation and
the simulation s carried allowing the
optimum chofce of the buffer design parameters
throuch a trade off betwsen the
performance and the hardware Implementation.
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I. INTRODUCTION

The analysis of the buffer and storaage
facilities In a network node environment has
attracted the attention of a large number of
studies because it is often one of the critical
resource problems. Hany authors have dsait with
the study of buffer systems using a number of
assumptions for thefr analys!s elther concerning
the sjize of the buffer or the type of the

arrjvals and the servers avajlable to the buffer

[(1),12). Usually the generalized approaches,
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appearing In the literatures, suffer from two
maior problems:

1) They consider arrival
ses which only approximate ths practical
and the used implemsntation techniques.
11) It 1s considered that the transfer of data
at the Input of the buffer and the evacuation of
the buffer ars “instantaneous”. Thls fact In
soms cases, especially for high speed Local Ares
Networks.is not true because usually the data
transfer process becomes an important factor of
the buffer performanca.

The analysis presented In this paper origl-
from the study and Implementation of the
fnput/output (1/0) buffer for an Integrated
Services Local Area Network (ISLAN) [3). The /0
buffer in the node structure lies betwsen the
module which Is responsible for the processing
of packets for the communjcation protocols, from
the Data Link Layer up to the Transport Laver,
and the module which 1s responsible for the
implementation of the Protocol. The
Protocol module Implements a Hybrid
and delivers/accepts packets to/from
the buffer following an tinterruptad Polsson
process using a high-speed parallel Interface
[41,151,16). The buffer dellvers/accepts packsts
to/from the BDM, through a high speed VMX bus,
following an Interrupted exponential process.
The paper addresses the analyeis of the I/0
of a node for tha Local Inteqgrated
Optical Network (LION) currently {Implemented
under the partial financial support of the
Commission of the European Communities within
the context of the ESPRIT program.
I1 presents the functional block
diagram and the critical design/performancs
parameters of the 1/0 buffer as well as the
detalls of the buffer interfaces. In Section III
the simulatjon performance analysis of the 1/0
buffer presented and finally Section 1V
presents the discussion of the results obtained
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11. THE 1/0 PACKET BUFFER (1/0 rB)

In Fta.1 the functional block diagram of
the 1/0 PB te depicted. The 1/0 PB interfaces
with the Access Contro! Manaaer ({ACM), which Is

responsible for the access protocol implementa-
parallel 8-bit buses and the
one for the Read and

respectively. The

tion, uses two
required contro! sianals,
one for the Write direction,
tnterface speed of 18 Hbytes/sec as wall as the
B-bit format are set by the ACH structure.
The 1/0 re follows a plpeline
structure In order to achieve the required hiagh
speed and the data flow speed adanta-
tion. During the Read channel operation after
the ACHM notificatlon of the existence of =
packet for dellvery,the packet is transfered to
the Read FIFO Buffer (RFB} under the control of
the Read Interface Controller (RIC). After the
packet storsae the actual! lenath of the
has been calcutated and It le checked with the

palr

operation

packet

packet tangth Indicated In the tirst two bytes
of the packet. Then., [ the calcutated and Indl-
cated packet tenagths are not the same, the
packet Is deleted from the RFB otherwise It is

xept for further processinag. In this way, on the
onea hand wa consume less buffer spacse and on the
other hand we offload both the processing inslde
the 1/0 PB and BDHM and the VHX bus uttilzation.
Then, for the valld packets of the RFB, the
frams Check Seaquence Gensration and vattdatton
{FGVY unit )s requested. After FGV acquisition
and the indication of a valld packet, the VHX
{VH1) requests the VMX bus
structure for packet

Interface Handler
throuagh an Interrupt
transfer. The FQV operatlion speed {s 8, 16, or
12 (byte, word, longword transfer) times the VMX
transfer rate because It is Implemented In a
serfal ftorm.

puring the Write channel
intarface towards the ACH follows the speed and
form described In the Read channel operation. In
addition the Access Frotocol permits a maximum
of ftour packets to be transmitted per
access, therefore the size of the HWrite
Buffer (HFB! |s four times the maximum
length. The transfer to tha ACM s under the
control of the Mrita Interface Controller (WIC).
Hhen there are not four packets In the WFB then
the WIC through the VIH generates.an Interrupt

operation tha

noda
F1FO
packet

to the BDH for a transfer of a packet to the
WFB. Then tha WIC requests the FGV for the FCS
sequence generation following the CCITT-32 FCS
standard.

In the FGV acquisttion and the YMX
fnterrupt generation processes the Read
operation has hicher priority from the Hitte

operation.

Pursty Data Module {(BDH) '

: VMxbus
— ——
UMX Interface Handler
(VIH)
FGV
Write Read
FIFO FI1fO
Buffer e ite Read Buffer
WF
(wFB) Interface Interface (RFB)
Controller Controller
(W1C) (RIC)
Access Control Module (ACM)
Fia.l. The functional! dlaaram of the 1/0 Packet
Buffer.

For the VMX Interface transfers a DHA
controller 1s foreseen with a target speed of
{ MHbytes/sec. The DMA controller ls under the
control of the BDM which 1s also responsible for
the higher level protocols processing and the
users {nterface (31, [(71. Therefore. for the
fntarrupt handling procedure conqgestion problem,
the 1/0 PB has one of the highest priorities In
the tinterrupt handling routines suppllied by the
BDM for the VMX and the BDM Internal functions.

The transfers at the two 1/0 PB Interfaces
{ ACH and BDM ) are asynchronous., moreover for
fndividual Interface the transfers of the
Write and Read channels are also asynchronous
and Independent to each other. Therefore, &
structurs which permits Independent and parailel
processing of the received and tranemitted
packets at each interfacs will speed up the 1/0
PB  function. 1In addition, at the 1/0 PB-BDNM
interface, since the BDM Is involved in a farae
number of processing functions, It !s reauired
to offload the handehak!ing procedures between
BDOM and the RB. because the VMX Interface !s not
avallable for the 1/0 PB transfers.
Therafore, the Write Input Buffer (WIB) and the
Read Output Buffer (ROB) are added.
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IV. THE SIMULATION PERFORMANCE ANALYSIS OF THE

1/0 PB.

for the I/0 PB [8) s

The simulation model
tollowina

shown in Flg.2 and has the
characteristics:

1) The size of the

11) The size of the HWFB ts four packets.
111) The VMX bus acquisition from the
Write channels and the BDM follows an Interrupt
procedure where the Read channel has the highest
priortty and the BDH the lowest. Horeover, the
VMXbus |s released through a "Release When Done”
therefore when the Read channel, or
or the BDM acquires the Bus,
is serviced after completion
tollowing the

RFB Is assumed Infinite.

Read,

procedurs,
the Write channel.

any further regquast
of the work of the current user,

priority scheme previousiy ment loned.
of the VHX bus for

fv) The request procedure
the BDM follows an axponential dtstribution
indicated by busy times (when the BDM requires

the VMX) and ldle times (when the BDH does not
require the VMX) exponentially distributed.
v) For the ACM interface, reaarding the Read

channel it 1s considersd a busy time period
{packets recelved) and an Idle period {no
packats received), both exponentiaily
distributed. The same holds for the Write
channel, for packets transmission.

vi) The ROB and the WIB are both one packet
long.

vil) The operational espeeds of the FGV and DHA

controler are programmable.
The measured quantities of the I/0 PB are:
1) The mean and maximum values of the RFB and
WFB.
11) The mean dalay for recaived and transmitted
packets (queaueing and transmission delay).
111) The FGV utilization by the Read and HWrite

channels.
ilv) The VHX utilization by the 1/0 PB and the
BDM .
v) The number of transmitted and received
packets.
VMXbus
RFB
ROB
f———
/ From
/ ACM
—-——1-{ FGV
BDM [
\ WFB
V WIB
I —
to
f ACM

Fig.2. The simulation model.

The traffic scenario used for the
simulation of 1/0 PB is based on a previous
analysis of the hybrid protocol [4) and on the
models used In the literature (8), (9} which
consider that a node in a network receives twice
the traffic that delivers to the network.
Considering the LION network {3), [(41,(7] for a
frame of 5 msec, a network speed of 144 Mb/s and
300 nodes, the referencs mean arrjval rate for
the Read channel is calculated 200 packets/s.
The simulation runs for arrival rates between 25
packets to be recejved and about 200 packets to
be transmitted (write channel) for valtid simuta-

tion results. The network ls considered in
steady-state which means that the BDM has
packets to transmit and the network has packets

to deliver to the nodes. The reference time s
the hybrid frame and the distribution of the
avatlability of the VMX for transfers betwesn
the BDM and 1/0 PB is taken 408, 608% and 80% of
the hybrid frame duration.

The DMA speeds used are related to the
organization of the tranfers and it is
2 MWords/s or 2 MLongwords/s for 16 bit and
32 bit transfers, respectively.

In Fig.3 the throughput-delay performance
of the Read channel 1Is presented for the
following cases:

DHA speed VHX avallability
a 2ML gos
b 2MH 80%
c 2ML 40%
d 2MH 404
For the above cases the measured Fagv

utillzation was always less than 108 for the
Read channel and its contribution to the total
delay was less than 250 yusec for a Fav
speed of 80 Mb/s which s always
less than 5% of the totail delay. Then the major
part of the delay as it |s observed in Flg.) s
due to the VMX availablility and the DHA speed
contribution to the delay ls a secondary factor.
Taking as a reference the curve "a“, the
variation of the delay due to the decrease of
the DMA speed (curve "b") is much less than the
variation of the delay due to the decrease of
the VHX availability (curve "c").

In Flg.{ and Flg.5 the Mean Read Buffer and
the Maximum Read Buffer are shown
respactively for the cases used In Flg.3. From
these figures 1t is observed that the
contribution of the DMA speed and the VMX
availabllity fs equivalent {comparing curves "b*"
and “c¢c° with the curve "a") as far as the

operational
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DELAY (nsec)
18

15

] 198 M k ;| L)
NIROUAMYT (packels/sec)

Fl1g.3. The Read channel Throuahout-Delay

characteristics.

NEN WTFER
SIZE (RXButes)
)

L 108 bi il 08 409
NRONIMIT tpackets/snc)

Fla.4. The Read F1FO buffer mean lenath.

buffer stze 1s concerned.

In Fla.6 the Write channel delay Is shown
versus the VMX bus avallabitilty. The delay for
the Hrlte channel |s measured from the time
where the Writes channe! requests a packet from
the BDH until the packet !s stored at the WFB.
The following curves are depicted:

1Y at considers the contribution of the VHX bus
avallabitity only to the delay.

MM RUFFER
SIZE (XBytes)

Vi ]
TNROIQIUT (packets/zec)

Flg.5. The Read FIFO buffer maximum lenath.

VRITE BEIAY
(in nsecs)

3

0
28 L 68 : 1
WOChus AVAILABILITY (2)

F1g.6. The Hrite channel Delay characteristics.

11} b.c: the contribution of the VMX bus avaltla-
bi1lty and the DMA speeds for 2 MWords/& and
2 MLongwords/s, respectively.

From Fig.6 !t !s observed that for low VMX
bus avatlabitity the contribution of the DHA
spead le squivalent to the contribution of the
VYMX bus avallability. For higher VMX bus
avallabiiity values, the major contributlon to
the delay orfginates from the DMA speed.
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V. DISCUSSION

the simulation resuits for the buffer

wae can choose the implementation
and the RFB

From
size (Fig.4,5),
of the DMA at a speed of 2 MWords/e
at a size of )2 Kbytes {(considering the referen-
rate to be 200 packets/sec).
we can observe that

glve
in the

mean arrival

From Flgures 4, S, 6,
through the use of the WIB and ROB we can

the hlichest priority for the Read channel
VHX bus Interrupt structure, allowing In this
way higher VMX bus availability for the 1/0 PB
taking Into account that only useful
Information |8 transfered to the BDM { non valld
are already refected Internally to the

ce

also

packets
1/0 PB).

Filnally from the architecture of the I/0 PB
and the results of Flag.6, we can state that the
fn the total packet delay is

mafor contributlion
due to the hybrid protocol {4) and the I/0 PB Is
very efficiently transfering the packets
avoiding any bottleneck problems.
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