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ABSTRACT

This paper presents a new decoding algorithm that im-

proves the reliability of probe-based storage devices, that

use multiple, simultaneously accessed parallel fields, when

they are affected by burst errors. The presented algorithm

exploits the parallelism of the multiple storage fields and

the used data allocation method and flags symbols as era-

sures using the error locations revealed by the initial errors-

only decoding attempt. Numerical results demonstrate the

performance improvement that is achieved by the proposed

algorithm.

Index Terms— Probe storage, Reed-Solomon codes,

Burst errors, Erasure decoding.

1. INTRODUCTION

In recent years, due to the constantly increasing need for

higher data rates and larger storage densities, the use of

multiple, simultaneously accessed channels in storage sys-

tems has been investigated [1]. In this case, the original

data block is partitioned into several subsets, which are

accessed concurrently, each one over a different storage

channel. The general architecture of a system with paral-

lel channels is shown in Fig. 1. When the transmission of

a new data block is initiated, a preamble is sent for syn-

chronization purposes and then a number of data packets

is transmitted. A characteristic example of such a paral-

lel communications system is found in storage on probe-

based devices [2], where ultrahigh storage densities and

high data rates can be achieved by using atomic force mi-

croscopy (AFM) techniques to write and read back data in

very thin polymer films with the parallel operation of 2D

arrays with multiple tips.

Several coding schemes for parallel communications

have been proposed and studied. One scheme with both

random and burst error correction capabilities, which is

based on Reed-Solomon (RS) codes along with proper in-

terleaving is shown in Fig. 2. The original message is

partitioned into a number of datawords which are then en-

coded using an RS code. The encoded data are symbol-

interleaved and then split into smaller blocks, each of which

is transmitted over a single channel. An application of

this coding scheme is found in data storage with parallel
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Figure 1. Multiple channels transmission system.
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Figure 2. Coding and data allocation in multiple channels.

probes [3]. If the channels are statistically independent,

then a burst of errors in a single channel will be spread

across multiple codewords and the decoder stands good

chances of correcting it. However, if an external noise

source is applied to the whole system, then it affects all

channels concurrently and with the same statistical char-

acteristics. In this case, depending on the number of chan-

nels and the duration of the noise effect, a great number

of burst errors appear in all codewords and the errors are

correlated. On the other hand, it is well known that an RS

code that can correct up to t errors, can be extended to cor-

rect up to 2t errors as long as their positions are known.

Knowing the position of corrupted symbols allows us to

mark them as erasures. In this work, we propose a heuris-

tic method that exploits the correlation between these burst

errors in order to determine erasures for the RS decoder

and to enhance the error correction capability without in-
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Figure 3. An illustrative example of the errors and era-

sures decoding algorithm applied to one codeword.

creasing the overhead information. This method can be

applied when the standard decoding procedure succeeds

in decoding at least a small number of codewords, thus re-

vealing certain error locations. Since even one codeword

decoding failure results to a system failure, this method

can increase substantially the system’s reliability. Simu-

lation results show that this approach yields better perfor-

mance in terms of overall redundancy rate and implemen-

tation complexity.

2. THE ERRORS AND ERASURES DECODING

ALGORITHM

Errors-and-erasures decoding of interleavedReed-Solomon

codes has been proved to provide enhanced reliability com-

pared to errors-only decoding on burst error channels. How-

ever, it is also well known that mistakenly flagging cor-

rect symbols as erasures, seriously deteriorates the perfor-

mance of the decoder [4]. So, it is very important to have

a method that determines in a reliable way the detected

symbols as erasures. Several iterative schemes have been

proposed that regard as erasures the locations similar to the

error locations detected in the neighboring codewords by

the errors-only decoder [5], [6]. This approach, depending

on the length and the characteristics of the error burst, can

lead to misjudgments. We propose a method that assigns

an erasure probability to every symbol location of a code-

word non-decoded by the errors-only decoder, based on

Algorithm 1 Erasure Estimation Algorithm

for all j do

pcj ←
cj

cj+ej

end for

for all RS symbols in a not decoded codeword do

Per ← 1−
∏8

j=1
pcj

end for

repeat

do errors-and-erasures decoding using as erasures

the symbols with the highest Per

if Sector Decoding Success then SUCCESS

else

if at least 1 new Codeword Decoding Success

then

recalculate Per

if erasures 6= max then

erasures++

end if

else

if erasures 6= max then

erasures++

else

FAILURE

end if

end if

end if

until SUCCESS or FAILURE

the information of the erroneous and correct binary sym-

bols that were detected in the same symbol location in the

other simultaneously accessed channels. We observe the

evolution of the bit error ratio in the sequence of bits that

consist each RS symbol and provide accordingly an esti-

mation of the probability that this symbol is in error.

Fig. 3 gives an illustrative example of how the pro-

posed method can be applied. It is assumed that the sys-

tem includes 4 channels and the data are organized in 4
RS codewords. Due to a burst of errors, one codeword is

not decodable by the RS decoder, while the other 3 code-

words can be decoded correctly. Column j denotes the po-

sition of the bits that are written concurrently on all storage

fields. Then cj corresponds to the number of bits known to

be correct as detected by the first decoding attempt, while

ej corresponds to the number of bits known to be initially

in error in position j. We use the correct bit proportion

pcj :

pcj =
cj

cj + ej

(1)

as an estimate of the probability that the bit of unknown

state in the same position j is correct. Since an RS symbol

is correct only when all bits are correct, we can use the

quantity Per :

Per = 1−

8∏

j=1

pcj (2)

as an estimate of the probability that a symbol in a not-

decoded codeword is in error. This estimate is called era-

sure probability. Note that the erasure probability will get
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Figure 4. Multiple-channels burst error model based on

Markov processes.

a value greater than 0 only for the symbols transmitted dur-
ing a burst. For all other symbols, the erasure probability

equals 0. The symbols with the highest erasure probabil-
ities are flagged as erasures and an additional errors-and-

erasures decoding step is performed. The method starts

with an initial number of erasures, usually 2, and is exe-
cuted repetitively by flagging additional symbols as era-

sures, until either the sector is decoded successfully, or a

maximum allowed number of erasures is reached. Algo-

rithm 1 gives a detailed description of the proposedmethod.

3. APPLICATION ON A PARALLEL

PROBE-BASED STORAGE DEVICE

An application of the aforementioned coding scheme is

found in the data controller of a probe-based data stor-

age device presented in [1]. In this device, the informa-

tion is stored by means of thermo-mechanical formation

of indentations in thin polymer films [7], using nanometer-

sharp tips, similar to those used in atomic force microscopy

(AFM) [8]. To increase the achievable data rates, the use

of 2D arrays of probes operating in parallel has been pro-

posed [9]. In this case, each probe performs read/write/erase

operations on a dedicated area, named a storage or data

field, while the storage medium is placed in the x/y plane.

As in conventional storage devices, the data are stored

in the form of sectors of fixed length. If N is the number

of probes operating in parallel, then each sector is encoded

as shown in Fig. 2. N smaller blocks are formed, and each

one of them is stored in a single storage field. While read-

ing, the microscanner is responsible for moving the stor-

age fields under their associated tips, such that each tip op-

erates in the center of the line with the sequence of inden-

tations corresponding to the specific sector. The read chan-

nel that corresponds to each probe, along with the effects

of the various distortions of the read-back signal, has been

studied in [10]. Since each probe operates on a distinct

storage area, in the absence of external disturbances theN

parallel read channels are statistically independent. How-

ever, an external shock or vibration that is applied to the

device, and consequently to the microscanner, while read-

ing a sector, will cause a displacement to the tips, same to

all of them. The effect of the microscanner perturbations

on both X- and Y - axes on the positioning error and con-

sequently, on the probability of error in the bit sequence

reproduced by the read-back signal in a single channel, is

studied in [11].

A complete multiple-channels burst error model that

describes the mechanism of burst errors that appear in a

set of simultaneously accessed channels is shown in Fig.

4. The model consists of two complementary modules.

The first one is related to the modeling of the external

noise source, while the second module models the corre-

lated burst errors in the multiple storage channels, using

Markov processes. The common part of these two mod-

ules is the bit error probability observed on each storage

channel due to the external noise effect.

More specifically, depending on the external noise char-

acteristics, periods of high (S[t] = 1) and low (S[t] =
0) error probabilities are observed. In channels with in-

tersymbol interference, it is also common that a change

in a bit affects the probability of error of adjacent bits.

The time sequence of these periods along with the error

probabilities for each S[t], are obtained by extensive mea-
surements on an actual system. Since the various storage

channels are affected by the same noise source, a com-

monMarkov process models the error probabilities in each

channel. The probability that a bit in a channel is al-

tered, resulting to an error in that channel, depends on

the read/write mechanism, the statistical characteristics of

the external noise source and the current state (‘error’ or

‘no error’) of that specific channel. This dependency on

the external noise source expresses the spatial correlation

among the errors in all channels.

This model can be used to study the effect of various
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Figure 5. Probability distributions of the number of errors

in a codeword and the number of not decoded codewords,

when an external disturbance with Bav = 117 bits dura-

tion affects a system with N = 16 fields, a sector size of

2048 bytes and RS(151,129) code, for several values of

Pbb and Pgb.

different realizations of an external disturbance to a stor-

age device with multiple probes that operate in parallel,

and derive various probabilistic distributions, such as, the

distribution of errors in the codewords and the number of

codewords that cannot be decoded. It can also be used to

reproduce the burst errors that occur in the storage chan-

nels when an external disturbance with certain character-

istics affects a probe-based storage device while reading

a sector. This way we can evaluate the performance of

the proposed erasure estimation approach, when the dis-

turbance leads to a sector decoding failure, but at least one

codeword was decoded successfully at the initial decoding

phase.
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3.1. Simulation Results

We consider a storage device with N = 16 storage fields,
a sector size of 2048 bytes and RS(151,129) code. This

means that a sector is divided in M = 16 codewords and

the RS code can correct up to t = 11 errors. We study

the case where, while reading a sector, an external shock

or vibration has caused a displacement in the positioning

of the tips that led to a burst of errors in all storage fields,

at least one codeword was not decoded by a typical RS

decoder and a few codewords have been decoded. The

typical coding scheme results to a sector decoding failure,

but we can apply the proposed heuristic method to estimate

the locations of errors in the not-decoded codewords and

extend the error correction capability of the RS code from

t errors to at most 2t errors, using the errors-and-erasures

approach.
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Figure 7. Performance of the erasure decoding algorithm

when a system with N = 16 storage fields, a sector size

of 2048 bytes and RS(151,129) code is affected by burst

errors.

Fig. 5 and 6 show the probability distributions regard-

ing the mean number of errors that appear in a codeword

and the mean number of codewords that cannot be decoded

for various scenarios, as they are derived from the statistics

produced by the aforementioned multiple-channels burst

error model. We assume that errors appear in the chan-

nels only when S[t] = 1, which means that Pgb(S[0]) = 0
and no random errors are introduced. This assumption is

validated by measurements. Different realizations of the

disturbance give different values for Pgb(S[1]) = Pgb and

Pbb(S[1]) = Pbb. According to these results, in these sce-

narios there is a great chance that the proposed algorithm

can be applied, since for these burst durations there is a

large probability that at least one codeword suffers from

more that t errors, but the total number of errors in the

codewords are less that 2t. For small values of the proba-
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Figure 8. The effect of the initial number of erasure sym-

bols on the performance of the erasure decoding algorithm

when a system with N = 16 storage fields, a sector size

of 2048 bytes and RS(151,129) code is affected by vari-

ous realizations of a burst with probability of entering the

‘Error’ state Pgb = 0.2 and burst duration of 126 bits.

bility of entering the ‘Error’ state Pgb, we expect a small

number of codewords with more than t errors, while for

larger values, almost all codewords are affected by more

that t errors.

Fig. 7(a) and 7(b) show the improvement in the relia-

bility of the device with the new decoding algorithm, for

different realizations of the external disturbance, in terms

of statistical characteristics and burst duration. According

to these results, for a certain burst duration, the erasure

flagging process leads to more reliable estimations when

the external disturbance is more aggressive, thus resulting

in higher values of the tips displacement and subsequently

in higher values for Pgb and Pbb . This can be explained

by the fact that high bit error rates mean that in the same

bit location, there will be a large number of bits in error



in all storage fields, which results to high erasure prob-

abilities. Note that even one codeword decoding failure

leads to a sector decoding error. This makes clearer the im-

provement that the proposed method achieves, since even

M −1 codewords can be decoded correctly in some cases,
by knowing only the error locations in one codeword. The

performance deteriorates as the duration of the burst in-

creases, but it still leads to a significant improvement of

over 50% in the device reliability comparing to the con-

ventional decoding process.

Finally, Figures 8(a) and 8(b) show how the number

of erasure symbols that will be used by the errors-and-

erasures decoding procedures affects the performance of

the proposed method. The correct determination of the

number of erasures can increase significantly not only the

performance of the proposedmethod, but also the speed of

the decoding process, since it affects the number of itera-

tions that are needed to retrieve the sector correctly. Since

the number of erasure symbols does not change seriously

the complexity of the decoding circuits, it should be spec-

ified such that it can correct a small number of potential

false erasure estimations. Measurements on an actual sys-

tem can assist this definition.

4. CONCLUSIONS

We proposed a heuristic approach for erasure estimation

and error correction in storage devices, that use multiple,

simultaneously accessed parallel fields, when they are af-

fected by burst errors caused by external disturbances. The

presented algorithm exploits the parallelism of the mul-

tiple fields and the error locations revealed by the initial

errors-only decoding attempt and identifies symbols as era-

sures. Simulation results show that the approach improves

significantly the reliability of the coding scheme without

increasing seriously the complexity of the decoding pro-

cedure.
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